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Unit 1: Methods 
Unit Objectives 
Welcome to Unit 1: Methods! In this unit, you will explore the concepts, processes, and tools that 
drive generative AI, distinguishing it from other AI types like predictive and analytical AI. You’ll also 
examine the training requirements, customization options, and limitations of generative AI models, 
equipping you with the knowledge to select and utilize the right tools for specific tasks. Upon 
successful completion of this unit, you should be able to understand the following: 

 Types of AI 

 Processes 

 Input and Output 

 Tools and Systems 

 Limitations 
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Lesson 1: Types of AI 
Lesson Objectives 
In this lesson, you will explore types of AI. Artificial intelligence comes in various forms, each 
intended to accomplish specific goals. Some forms of AI are meant to generate new content. Some 
are built to predict future outcomes. Some are programmed to analyze data. If we grasp the 
strengths and weaknesses of different forms of AI, we can decide when to use a certain tool for a 
certain task. Upon successful completion of this lesson, you should be able to understand the 
following: 

 Artificial Intelligence 

 Generative AI 

 Predictive AI 

 Discriminative AI 

 Analytical AI 

 Statistical AI 

 AI vs. Search Engines 
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Artificial Intelligence 
Artificial intelligence (AI) refers to the development of computer 
systems that can perform tasks that typically require human 
intelligence. Such tasks include visual perception, speech 
recognition, decision-making, and language translation. 

Machine learning describes how some AI systems are designed to 
learn from data, adapt to new inputs, and improve over time. 
There are various types of AI, including narrow AI, which is 
designed for specific tasks, and general AI, which aims to perform 

any intellectual task that a human can do.  

AI has potential applications in various industries, from healthcare and finance to entertainment 
and education. The growth of AI technologies has led to significant advancements in automation, 
personalization, and data analysis, transforming how we interact with the world.  

Artificial 
Intelligence 

The simulation of human intelligence processes by computer systems. 

Visual 
Perception 

The ability to interpret and understand graphical information from the 
surrounding environment, such as images or video. 

Speech 
Recognition 

The process of converting spoken language into text by recognizing and 
interpreting human language. 

Decision-
Making 

The ability to make choices or recommendations based on data. 

AI System A computer-based system that uses algorithms and data to perform tasks 
typically requiring human intelligence. 

Narrow AI A type of artificial intelligence designed to perform a specific task or a narrow 
range of tasks. 

AGI (Artificial 
General 
Intelligence) 

A type of artificial intelligence that aims to perform any intellectual task that a 
human can do, still largely theoretical compared to current narrow AI. 

Automation The use of technology to perform tasks without human intervention, often 
powered by AI. 

Personalization The process of tailoring services or content to individual preferences, 
sometimes using AI. 

Data Analysis The process of examining and interpreting information to extract useful facts 
and insights, often assisted by AI tools. 

Machine 
Learning 

A subset of AI that enables systems to learn from data and improve their 
performance over time without being explicitly programmed. 

NLP (Natural 
Language 
Processing) 

A field of artificial intelligence focused on enabling computers to understand, 
interpret, and generate human language. 

Algorithm A set of rules or instructions given to an AI system to help it learn from data 
and make decisions. 
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Luciana, a data scientist, uses AI to analyze large datasets and provide insights that help her 
company optimize its marketing strategies. The AI adapts to new trends and predicts customer 
behavior, giving her team a competitive edge. 

 

Generative AI 
Generative AI refers to a subset of artificial intelligence focused on 
creating content, such as images, text, music, or videos. These AI systems 
are generally trained on existing, human-generated examples. As the AI 
examines and analyzes the human-generated content, it begins to 
recognize or learn the underlying patterns. Then, when prompted, 
generative AI can produce content that follows the same patterns and 
thus closely resembles human-generated content. For example, 
generative AI that has been trained on an archive of articles from the 
New York Times might be able to produce text that matches the tone 
and style of a New York Times article. Generative AI has potential 
applications in industries ranging from the creative arts to business. 
However, this technology has limitations, as its outputs may be 
unreliable, inconsistent, or unoriginal. 

Generative AI A subset of artificial intelligence focused on creating content, such as images, 
text, music, or videos. 

Graphic designer Tatiana uses generative AI to design the first draft of a logo for a client. She inputs 
the client’s specifications, and the AI successfully produces a logo that meets most of the client’s 
requests. However, Tatiana is concerned when she notices that the AI design closely resembles a 
logo from an established brand, posing potential legal issues. 

 

Predictive AI 
Predictive AI is a type of artificial intelligence designed to forecast future events or trends based on 

historical data. By analyzing patterns in data, predictive AI can 
make informed guesses about future outcomes, which is 
particularly useful in fields like finance, healthcare, and marketing. 
Predictive models use various algorithms, including regression 
analysis, to estimate the likelihood of future events. In contrast to 
generative AI, which creates new data, predictive AI focuses on 
interpreting existing data to provide predictions.  

These predictions could help organizations or individuals make proactive decisions, improve 
efficiency, and reduce risk. Predictive AI is often used for stock market analysis and personalized 
marketing. 

Predictive AI A type of artificial intelligence that analyzes existing data to forecast future 
events or trends. 

Regression 
Analysis 

A statistical process for estimating the relationships among variables, often 
used in predictive modeling. 
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Predictive 
Modeling 

The process of creating, testing, and validating a model to best predict the 
probability of an outcome. 

Amahle, a marketing manager, uses predictive AI to analyze customer behavior and forecast the 
success of a new product launch. She also relies on her own judgement and checks the AI’s work 
for errors. 

 

Discriminative AI 
Discriminative AI models are designed to classify and distinguish 
between different categories or classes within a dataset. These 
models are commonly used in tasks such as image recognition, 
where they identify and categorize objects within an image. 
Discriminative models work by learning from labeled data, 
identifying the features that distinguish one category from another. 
The goal is to maximize accuracy in predicting which category a new 
piece of data belongs to. Unlike generative AI, which creates new 

content, discriminative AI focuses on defining the differences between categories of data. As a 
result, discriminative AI can be used for spam detection, sentiment analysis, and medical diagnosis. 
Discriminative AI can make mistakes. As a result, it is important to confirm the conclusions of 
discriminative AI, particularly in sensitive or high-risk scenarios. 

Discriminative 
AI 

A type of artificial intelligence that focuses on distinguishing between different 
classes or categories within a dataset. 

Class A distinct group or category that data points are organized into based on 
shared characteristics or features. 

Classification The task of predicting the category of a given data point. 

Image 
Recognition 

The process of identifying and classifying objects, people, or other elements 
within an image using AI. 

Spam 
Detection 

The use of AI to identify and filter out unwanted or malicious emails from 
legitimate messages. 

Sentiment 
Analysis 

The process of using AI to determine the emotional tone or opinion expressed 
in a piece of text. 

Akira, a software engineer, uses discriminative AI to develop a spam filter for his company’s email 
system. The filter flags suspected spam and sends it to a separate spam folder. When Akira finds 
that many legitimate messages are sent to the spam folder, he attempts to fine-tune the program 
to improve its accuracy. 
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Analytical AI 
Analytical AI refers to AI systems designed to process, analyze, and interpret complex datasets, 
providing insights that aid in decision-making. These systems 
are commonly used in fields such as finance, healthcare, and 
business intelligence. They can help to identify patterns, trends, 
and correlations within large volumes of data. While generative 
AI creates new content and discriminative AI categorizes data, 
analytical AI is focused on the extraction of meaningful 
information and conclusions from data. It often involves 
sophisticated algorithms that can handle unstructured data and 
provide actionable insights. Analytical AI is crucial for understanding underlying dynamics in data 
and making informed predictions or strategic decisions based on that understanding. 

Analytical AI A type of artificial intelligence focused on processing and interpreting complex 
data to extract meaningful insights and support decision-making. 

Unstructured 
Data 

Information that is not organized in a pre-defined manner, making it difficult 
to analyze using traditional data processing methods. 

Actionable Clear, specific, and able to be directly used to make decisions or take steps. 

Prescott uses analytical AI to interpret sales data and identify trends that could inform the 
company’s future strategies. As a business analyst, he hopes to use the AI to uncover hidden 
patterns that he might not be able to detect manually. 

 

Statistical AI 
Statistical AI is an approach to artificial intelligence that relies on 
statistical methods to make predictions, classifications, or decisions 
based on data. It is grounded in probability theory and is commonly 
used in fields where understanding uncertainty is crucial, such as 
finance, healthcare, and social sciences. Unlike generative AI, which 
creates new data, statistical AI focuses on using statistical models 
to infer relationships and predict future outcomes. These models 
often involve estimating the probability of certain events based on 

historical data. Statistical AI is vital for tasks that require a rigorous understanding of data variability 
and uncertainty. 

Statistical AI A type of artificial intelligence that uses statistical models and methods to 
make predictions, decisions, or classifications based on data. 

Probability A measure of the likelihood that a specific event will occur. 

Probability 
Theory 

A branch of mathematics that deals with the analysis and interpretation of 
random events and the likelihood of different outcomes. 

Uncertainty The degree of unpredictability in outcomes or events, often modeled and 
quantified in AI using probability. 

Data 
Variability 

The extent to which points in a set differ from each other or from a central 
value, indicating diversity or inconsistency within the set. 
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Rocco, a data scientist, uses statistical AI to predict customer churn for a telecom company, helping 
them retain clients by addressing issues before they lead to cancellations. The AI provides 
probabilities for different outcomes, which Rocco uses to focus the company’s efforts where they 
are most needed. 

 

AI vs. Search Engines 
Artificial Intelligence and search engines both deal with large volumes of information, but they 
operate in different ways. Search engines, like Google, retrieve and rank relevant documents or 
webpages based on a user’s query, using algorithms designed 
for information retrieval. AI, on the other hand, involves 
systems that can understand, generate, and analyze 
information, offering more sophisticated responses or even 
performing complex tasks based on the data. While search 
engines find and present existing information, AI can interpret 
that information, draw insights, and generate new content or 
decisions. In recent years, AI technologies have been 
integrated into search engines to improve query understanding, personalization, and the relevance 
of search results. Despite these overlaps, AI’s capabilities extend beyond the functions of traditional 
search engines. 

Search Engine A software system that searches a database or the internet for information 
based on user queries and returns relevant results. 

Google A widely used search engine that indexes and retrieves vast amounts of 
information from the web in response to user queries. 

Query A request for information or data submitted to a search engine or database. 

Search 
Algorithm 

A set of rules and processes used by a search engine to determine and rank the 
most relevant results for a given query. 

Information 
Retrieval 

The process of obtaining relevant data or documents from a database in 
response to a user query. 

Integration The process of combining different systems, tools, or data sources to work 
together. 

Query 
Understanding 

The ability of a search engine to interpret the intent and context of a user’s 
question to deliver the most relevant results. 

Relevance 
Ranking 

The process by which a search engine orders search results based on their 
relevance to the user’s query. 

Elena, a journalist, uses a search engine to gather information for an article. She then uses an AI 
assistant to analyze the data and provide a summary of the most critical points. Elena uses this as a 
jumping off point for her research and reporting, but she always goes back to check and confirm 
the information. 
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Lesson 2: Processes 
Lesson Objectives 
In this lesson, you will discover the basic processes that generative artificial intelligence uses to 
create content. You will discover how different types of AI models, such as text models, image 
models, and large language models (LLMs), are trained to perform specific tasks. By understanding 
how these models learn from vast datasets, identify patterns, and generate outputs, you will gain 
insight into the complexities of AI model training and the importance of computational resources. 
The objective is to provide a comprehensive overview of how AI systems are developed, highlighting 
key AI models. Upon successful completion of this lesson, you should be able to understand the 
following: 

 Text Models 

 Image Models 

 Large Language Models 

 Diffusion 

 Transformer 

 Variational Autoencoders 

 Generative Adversarial Networks 

 Convolutional Neural Networks 

 Model Training 
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Text Models 
Text models are a type of AI designed to process and generate human language. These models are 

trained on vast amounts of text data, enabling them to 
understand context, generate text, and perform 
language tasks like translation, summarization, and 
question-answering. Examples of advanced text models 
include OpenAI’s GPT series, Google Gemini, Anthropic 
Claude, and Meta’s LLaMA. These models learn through a 
process called model training, where they analyze 
patterns in the data, learning the structure and rules of 
language. To perform effectively, these models require an 
enormous amount of training data, which includes a wide 
range of opinions and points of view. The effectiveness of 

these models depends on the quality and diversity of the training data, as well as the algorithms 
used to fine-tune them for specific tasks. 

Text Model An AI model designed to process, understand, and generate human language. 

Training Data Data used to teach AI models, enabling them to learn patterns, structures, and 
relationships to perform tasks effectively. 

Multilingual The ability of an AI model to understand and generate text in multiple 
languages. 

Fine-Tuning The process of making specific adjustments to a pre-trained AI model to 
improve its performance on a particular task. 

OpenAI An artificial Intelligence research organization known for developing advanced 
AI models, including the GPT series. 

GPT 
(Generative 
Pre-trained 
Transformer) 

A type of AI model developed by OpenAI, designed for generating human-like 
text based on large-scale pre-training. 

Google Gemini A multilingual AI model developed by Google, known for its capability to 
handle diverse language tasks across different languages. 

Anthropic An AI research company focused on developing AI systems that are safe, 
ethical, and aligned with human values. 

Anthropic 
Claude 

An AI model developed by Anthropic, designed with a focus on safety, ethics, 
and alignment with human values. 

Meta A technology company that develops social media platforms and AI research 
projects, including advanced AI models like LLaMA. 

LLaMA (Large 
Language 
Model Meta AI) 

A research-focused AI model developed by Meta, optimized for studying 
language processing and AI model behavior. 

Mariana, a writer, uses OpenAI’s GPT4 to help brainstorm ideas for her new novel. She also 
experiments with Google Gemini to translate her book into different languages.  
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Image Models 
Image models are AI systems designed to generate or interpret visual content, such as images and 
graphics. These models are trained on large datasets of 
images paired with textual descriptions, which are often 
manually tagged, enabling them to recognize patterns, 
objects, and styles, and create or analyze visual content 
accurately. Examples of leading image models include 
DALL-E, developed by OpenAI, which can generate highly 
detailed and creative images from textual descriptions, 
and Adobe Firefly, designed for creative professionals to 
generate and enhance visual content with ease. Training 
these models is computationally intensive, requiring 
significant energy and powerful GPUs to process the 
massive amounts of data involved. The quality of these models depends heavily on the diversity of 
their training data and the sophistication of their learning algorithms. 

Image Model An AI representation designed to generate or interpret visual content, such as 
images and graphics. 

Labeled Data Images that have been tagged with descriptions or classifications, used to train 
AI models. 

Visual Content Any matter that is viewed, such as images, graphics, or videos. 

Text-Image 
Pairs 

Data sets where images are matched with corresponding textual descriptions, 
used in training image models. 

GPUs (Graphics 
Processing 
Units) 

Specialized hardware used to accelerate the training of AI models, especially in 
tasks involving large datasets and complex computations. 

DALL-E An AI model developed by OpenAI that generates images from textual 
descriptions, allowing users to create detailed and imaginative visuals based 
on prompts. 

Adobe Firefly An AI-powered tool by Adobe designed to enhance creative workflows by 
generating images, effects, and other visual content from text-based inputs. 

Kwesi, a graphic designer, uses DALL-E to create artwork for his clients. He uses the program to 
generate images based on specific descriptions of his clients’ visions.  

 

Large Language Models 
Large language models (LLMs) are a class of AI models that have been trained on extensive datasets 
to understand and generate human language at a high level of complexity. LLMs can perform tasks 
such as summarization, translation, and even creative writing. LLMs are built using deep learning 
techniques and contain billions of parameters which are the adjustable elements of the model that 
influence how it processes information. 
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To perform effectively, LLMs require a vast amount of training 
data that encompasses a wide range of opinions and 
perspectives. The enormous scale of these datasets can enable 
LLMs to generate text that is contextually relevant and coherent 
across a wide range of topics. Training these models also 
consumes significant computational resources. The large 
amounts of energy and powerful GPUs needed make the 
process both resource-intensive and expensive. 

LLM (Large 
Language 
Model) 

An AI system trained on extensive text data to perform advanced language 
tasks. 

Parameters The adjustable elements within an AI model that influence how it processes 
and interprets data. 

Contextual 
Relevance 

The ability of an AI model to generate or interpret text that is appropriate to 
the given context. 

Summarization The process of condensing a large amount of information into a shorter, more 
digestible form. 

Halyna, a researcher, uses a large language model to help her analyze academic papers and 
generate summaries. She carefully reviews the AI’s conclusions for accuracy.  

 

Diffusion 
Diffusion in the context of AI refers to a generative model that produces images by gradually 
refining random noise into a coherent image. The process involves starting with a noisy image and 
iteratively applying a diffusion process that removes the 
noise, guided by a trained neural network. Diffusion 
models, like DALL-E, use this approach to generate high-
quality images from text descriptions, where the model 
learns to reverse the noise generation process and create 
detailed visuals. 

In other words, diffusion in AI is like starting with a messy, 
blurry picture and gradually cleaning it up until you get a 
clear and detailed image. Imagine you have a photo that’s 
been covered with static, like an old TV screen. The AI 
slowly removes this static bit by bit, guided by what it has learned from other pictures, until the final 
image appears. 

Diffusion A generative process where an image is gradually refined from random noise 
into a coherent and detailed visual by iteratively removing the noise, guided by 
a trained neural network. 

Iteratively Repeatedly applying a process or set of steps multiple times, often with the 
goal of refining or improving the outcome with each repetition. 

Neural 
Network 

Computational models inspired by the human brain, used in AI to recognize 
patterns and make decisions. 
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Noise 
Generation 

The process of adding random data (noise) to an image, which is later refined 
by the diffusion model to create a coherent image. 

Refinement 
Algorithm 

Processes used in diffusion models to iteratively reduce noise and produce a 
clear, high-quality image. 

Dataset A collection of information used to train AI models, often consisting of images, 
text, or other types of information. 

Marta uses a diffusion model to generate concept art for her upcoming exhibition. She inputs a 
brief description into the tool and watches as the model gradually transforms random noise into an 
image. 

 

Transformer 
A transformer is a type of neural network architecture designed for handling sequential data, such 
as text, by processing entire sequences in parallel rather than step-by-step. Transformers are 
particularly effective in tasks like language modeling and translation because they use mechanisms 
called attention layers to weigh the importance of different parts of the input data. This architecture 
underpins many advanced models, including GPT, enabling them to perform complex tasks like 
text generation, tokenization, and understanding context. 

A transformer is a type of AI that reads and understands a whole 
sentence or piece of text all at once, instead of going through it word 
by word. It figures out which parts of the text are most important 
and focuses on these parts to understand the meaning. This helps 
transformers translate languages and write text because they can 
quickly grasp the context and generate accurate and meaningful 
sentences. 

Transformer A type of neural network architecture that processes sequential data, like 
text, by considering entire sequences in parallel and using attention 
mechanisms to understand context and relationships within the data. 

Sequential Data A type of information that is ordered or arranged in a specific sequence, such 
as time-series information or text, where the order of elements is important 
for understanding the context. 

In Parallel Refers to performing multiple tasks or processes simultaneously rather than 
one after the other. 

Tokenization The process of breaking down text into smaller units, like words or subwords, 
that can be processed by a transformer model. 

Attention Layers The components of a transformer that allow the model to focus on specific 
parts of the input data when making predictions. 

Hyperparameters The settings that define the architecture and behavior of a neural network, 
such as learning rate and number of layers. 

Learning Rate A hyperparameter that controls how much the model’s guesses are adjusted 
with each step during training. 
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Jorge, a software developer, uses a transformer-based model to automate the translation of 
technical documents into multiple languages. 

 

Variational Autoencoders 
Variational autoencoders (VAEs) are a type of generative model that learns to encode input data 
into a compressed representation and then decode it back into the original or similar data. Unlike 
traditional autoencoders, VAEs introduce variability in the 
encoding process, allowing them to generate new data that is 
similar to the input dataset. VAEs are used in applications like 
image generation, where they can create variations of images 
by sampling from the learned latent space. In other words, 
variational autoencoders take something, like a picture, and 
shrink it down to a basic version of itself. Then, they use that 
basic version to recreate the picture, but with a twist. They can 
add small changes to make new, similar pictures. VAEs are 
great for making new images that appear similar to the ones they learned from, with slight changes. 

Variational 
Autoencoder 

A type of generative model that learns to encode input data into a compressed 
representation and then decodes it to generate new, similar data by 
introducing variability in the encoding process. 

Latent Space A compressed representation of data learned by a model, from which new 
variations can be generated. 

Graphic designer Lloyd uses a VAE model to generate variations of his logo designs, exploring 
different styles and colors. The model helps him quickly create a variety of logos, giving his client 
more options to choose from. 

 

Generative Adversarial Networks 
Generative adversarial networks (GANs) consist of two neural networks, a generator and a 
discriminator, that work together in a competitive process to create realistic data. The generator 
creates data samples, while the discriminator evaluates them against real data, providing feedback 

to improve the generator’s outputs. This 
adversarial process can result in the generation 
of realistic images, audio, or other types of data, 
with GANs being widely used in applications like 
image synthesis, video generation, and 
deepfakes. 

In other words, generative adversarial networks 
are like a game between two players. One 
creates something new, like a picture, and the 
other tries to figure out if it’s real or fake. The first 
player, called the generator, keeps getting better 
at making realistic pictures because the second 

player, the discriminator, gives feedback on how convincing they are. Over time, this back-and-forth 
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competition helps the generator make images, sounds, or videos that appear so real, it’s hard to tell 
they were made by a computer. 

GAN 
(Generative 
Adversarial 
Network) 

A type of AI model that consists of two neural networks, a generator and a 
discriminator, which compete against each other to create highly realistic data, 
such as images or videos. 

Generator The part of a GAN that creates new data samples, attempting to mimic real 
data from the dataset. 

Discriminator The component of a GAN that evaluates the generated data and helps the 
generator improve by distinguishing between real and fake data. 

Filmmaker Ren uses a GAN to generate a deepfake of a celebrity. Ren posts the content on 
Instagram. Content moderators flag the post as misinformation, and it is eventually removed. Ren 
may face legal consequences for his misleading use of the celebrity’s image and voice.  

 

Convolutional Neural Networks 
Convolutional Neural Networks (CNNs) are a specialized class of deep learning models primarily 
used for processing and analyzing visual data, such as images and videos. Unlike traditional neural 
networks, which treat each input pixel independently, CNNs apply convolutional layers to detect 
patterns like edges, textures, and shapes at different levels of abstraction. As the data passes 
through successive layers, the CNN learns increasingly complex features. Eventually, the CNN can 

classify objects, recognize faces, or detect anomalies with 
high accuracy. 

In other words, CNNs are like smart visual detectors that scan 
images in pieces, recognize patterns, and combine these 
pieces to understand and classify the whole picture. Instead 
of examining each part of an image separately, they learn to 
perceive the big picture by recognizing important features 
like edges and textures, just like how our brains process visual 
information. 

CNN 
(Convolutional 
Neural 
Network) 

A type of deep learning model designed to analyze visual data by automatically 
detecting and learning features through layers. 

Convolutional 
Layer 

A component in a neural network that applies filters to input data to capture 
important visual features like edges and textures. 

Image 
Classification 

The task of categorizing images into predefined classes based on their visual 
content using models like CNNs. 

Yoshi uses a CNN to build an app that can identify different types of flowers from photos. The CNN 
detects the flowers in order to classify them. 
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Model Training 
Model training is the process by which AI systems learn from data to perform specific tasks, such as 
generating text, recognizing images, or making predictions. This process involves feeding the AI 
large amounts of data and adjusting its internal parameters to improve its performance on the task 
at hand. During training, the model learns 
to identify patterns, relationships, and 
structures within the data, which it uses to 
make accurate predictions or generate 
content. The training process can be 
supervised, where the model learns from 
labeled data, or unsupervised, where it 
discovers patterns in data without explicit 
guidance. Training a model is 
computationally intensive, requiring 
significant energy and powerful GPUs, 
especially for large-scale models like LLMs 
or image models. Fine-tuning is often 
applied after initial training to optimize the 
model for specific applications, enhancing its accuracy and relevance. 

Model Training The process of teaching an AI system to perform specific tasks by learning from 
data. 

Supervised 
Learning 

A training method where the AI model learns from labeled data with known 
outcomes. 

Unsupervised 
Learning 

A training method where the AI model identifies patterns in data without 
explicit labels. 

Computational 
Resources 

The hardware and software tools required to train AI models, including 
processors, memory, and storage. 

Energy 
Consumption 

The amount of energy required to power the computational resources used 
during model training. 

Machine learning engineer Mei Ling spends weeks training a new AI model on a large dataset of 
medical images. Her objective is to teach the AI to detect early signs of disease. Mei Ling is proud 
when the model achieves high accuracy. However, she is concerned about the potential 
consequences of misdiagnosis and continues to work to improve the model’s accuracy results. 

 



Lesson: Input and Output  Unit 1: Methods    

16  7121-1 © CCI Learning Solutions Inc. 

 

Lesson 3: Input and Output 
Lesson Objectives 
In this lesson, you will encounter the fundamental concepts of inputs and outputs in AI. You will 
learn how different types of data are processed to produce various forms of content. You will explore 
the types of inputs (such as text, audio, video, and images) and outputs (including generative text, 
video, images, and audio), and learn how AI tools can be customized to meet specific needs. 
Additionally, you will explore the process of selecting the right AI tool, considering factors such as 
functionality, ease of use, cost, data privacy, and output control to ensure the tool aligns with your 
objectives. Upon successful completion of this lesson, you should be able to understand the 
following: 

 Understand Input and Output 

 Input Types 

 Output Types 

 Customization 

 AI Tools 

 Select a Tool 
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Understand Input and Output 
In the context of AI, inputs refer to the data or information that is fed into a model for processing, 

which can include text, audio, video, images, or a combination of 
these. Outputs are the results generated by the AI after processing the 
inputs. The relationship between inputs and outputs is fundamental 
to AI operations, as the quality and type of input directly affect the 
nature and quality of the output. Different AI models are optimized for 
specific types of input and output, making it crucial to match the right 
model with the right task. Understanding how inputs are transformed 
into outputs helps users better choose, customize, and use AI tools for 
tasks like content creation, data analysis, and automation.  

 

Input The data or information provided to an AI model for processing, such as text, 
images, or audio. 

Output The result generated by an AI model after processing the input, such as 
generated text, video, images, or audio. 

Rania, a content creator, inputs a script into an AI tool to generate a promotional video. She fine-
tunes the visuals and adds personalized elements to match her brand’s style. 

 

Input Types 
Input types refer to the different forms of data that can be fed into an AI model for processing. 
Common input types include text, which might consist of written words or commands; audio, 
which can include spoken language, music, or sound effects; video, involving moving images and 
sound; and images, which are static visual 
representations. The choice of input type 
depends on the task at hand and the capabilities 
of the AI model being used. For example, text 
inputs are commonly used in language models 
for generating text-based responses, while image 
inputs are used in models designed for visual 
tasks like object recognition or image generation. 
Understanding the variety of input types helps in 
selecting the appropriate AI tool and ensuring 
that the model processes the data correctly to 
produce the desired output. 

Text Written words or commands provided as input to an AI model. 

Audio Sound recordings, including speech or music, used as input for processing by 
AI models. 

Video Moving visual content, often accompanied by sound, used as input for AI 
models designed to handle dynamic media. 

Image Static visual representations used as input for AI models focused on tasks like 
recognition or generation. 
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Koko, a podcaster, inputs a recorded audio file into an AI tool designed to enhance sound quality. 
The tool outputs a new audio file with less background noise. 

 

Output Types 
Output types refer to the various forms of content that an AI model can generate after processing 

input data. Common output types include generative 
text, where the model produces written content 
based on the input it receives; generative video, which 
involves creating video content from scripts or visual 
descriptions; generative image, where the model 
creates images from textual or visual input; and 
generative audio, which involves producing sound or 
music based on input parameters. Each output type is 
tailored to specific tasks and applications, such as 
generating articles, creating videos, producing 
artwork, or composing music. The versatility of AI 

models in generating different output types makes them valuable tools across multiple industries, 
from content creation to entertainment and marketing. 

Generative 
Text 

Written content produced by an AI model based on input data. 

Generative 
Video 

Video content created by an AI model from scripts, storyboards, or visual 
descriptions. 

Generative 
Image 

Visual content generated by an AI model from textual or visual input. 

Generative 
Audio 

Sound or music produced by an AI model based on input data. 

Filmmaker Sven inputs a storyboard into an AI tool to generate an animated video. 

 

Customization 
Customization in AI refers to the ability to tailor AI models to perform specific, individualized tasks 
according to the user’s needs. Generative AI models can be 
customized through various means, including fine-tuning existing 
models, adjusting parameters, or developing self-contained 
applications that perform targeted functions. Examples of 
customized AI tools include Custom GPT, where users can create 
tailored AI chatbots, and Google Gems, designed for specific 
language tasks. Customization allows users to optimize AI models 
for specific use cases, ensuring that the outputs meet their 
particular requirements. This flexibility makes AI tools more 
relevant and effective in various contexts, from business automation to creative projects. 
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Customization The process of tailoring AI models to perform specific, individualized tasks. 

Custom GPT A tailored AI chatbot that customizes OpenAI’s GPT models to perform specific 
functions for users. 

Google Gems A tailored AI chatbot that customizes Google’s Gemini AI for specific language-
related tasks. 

Olli, a project manager, customizes Google Gems to automate repetitive tasks in their team’s 
workflow. 

 

AI Tools 
AI tools are software applications or 
platforms that leverage artificial 
intelligence to perform specific tasks, 
ranging from content creation to data 
analysis and productivity 
enhancement. Examples of popular AI 
tools include Microsoft Copilot, which 
assists with tasks in Word and Excel; 
Google Gemini, which integrates with 
Google applications; Meta GPT, 
serving Meta’s social media platforms; 
Adobe Express, which uses AI for 
graphic design and content creation; 

and OpenAI’s ChatGPT, a conversational AI model that interacts with users in natural language. 
Other tools like Canva use AI to simplify graphic design, while Claude by Anthropic focuses on 
ethical AI applications, and Microsoft Azure AI Studio provides a platform for building and deploying 
AI models. Stable Diffusion is another tool used for generating high-quality images from textual 
descriptions. Each tool has its unique strengths and applications, making them valuable in different 
fields. 

Adobe Express A tool that uses AI to assist with graphic design and content creation. 

Canva An online design tool that incorporates AI to simplify graphic design tasks. 

Microsoft 
Azure AI Studio 

A platform for building, deploying, and managing AI models. 

Stable 
Diffusion 

An AI tool used for generating high-quality images from textual descriptions. 

Marketing professional Lara uses Canva’s AI tools to quickly create visually appealing social media 
posts. She also uses OpenAI’s ChatGPT to draft engaging content for her campaigns before fine-
tuning the text to match her brand’s voice. 
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Select a Tool 
Selecting the right AI tool involves evaluating various factors to ensure it meets the user’s needs 

and is suitable for the intended purpose. 

One key consideration is the tool’s purpose and functionality. 
What use is the tool intended for? Does that use match your 
goals? Can the tool perform the specific tasks required? 

Also consider ease of use. Is the tool user-friendly? Is it 
accessible? Can it be used by people of varied abilities, ages, and 
cultural backgrounds? 

Cost is another important factor. What initial investment is 
required to use the tool? Are there ongoing expenses associated 
with continued use?  How does the value of the tool compare to 
the cost?A fourth consideration is updates and support. Is 

technical support available? Are there regular updates to maintain the tool’s effectiveness? 

Do not overlook privacy and security. Does the tool comply with relevant regulations? Does the tool 
protect user data? Is the tool vulnerable to cyberattacks?  

Quality is paramount. Are the outputs accurate? Are they consistent? Are they reliable? Are they 
original? 

Consider customizability. Can the tool be tailored to meet specific needs? 

Finally, the parameters available for output control are also crucial. Can you adjust the model’s 
output? Is the tool responsive to feedback and guidance? Does the tool allow you to fine-tune its 
behavior to produce your desired results? 

Purpose The specific objective or intended use of a tool or system. 

Functionality The range of tasks and operations that a tool or system can perform. 

Ease of Use The degree to which a tool or system is user-friendly and intuitive to operate. 

Cost The financial expenditure required to acquire, maintain, and operate a tool or 
system. 

Updates The regular improvements or patches provided to a tool or system to enhance 
performance or security. 

Support The assistance provided by the tool or system’s provider to help users resolve 
issues or optimize usage. 

Data Privacy The protection of personal and sensitive information from unauthorized access 
or disclosure. 

Security The measures taken to safeguard a tool or system from threats such as 
cyberattacks or data breaches. 

Quality The degree to which a tool or system produces reliable and accurate results. 

Customizability The ability of a tool or system to be tailored to specific user needs or 
preferences. 

Output Control The settings and parameters that allow users to influence the nature and 
quality of the outputs generated by a tool or system. 
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Theo, a small business owner, selects an AI tool to manage his company’s social media. His priorities 
are security and user-friendliness. After comparing several tools, he chooses one that offers data 
privacy features and customer support. 
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Lesson 4: Tools and Systems 
Lesson Objectives 
In this lesson, you will explore specific AI tools and systems. Through practical examples and 
scenarios, you’ll learn how these tools can support tasks like writing, data analysis, customer 
support, and creative design. Upon successful completion of this lesson, you should be able to 
understand the following: 

 Conversational Models 

 ChatGPT 

 Microsoft Copilot 

 Google Gemini 

 Meta AI 

 Adobe Express 

 Claude 

 Microsoft Azure AI Studio 

 Stable Diffusion 

 DALL-E 

 Adobe Firefly 
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Conversational Models 
Conversational AI models, such as OpenAI’s ChatGPT, are designed to generate human-like text 
based on the input they receive. They can assist with a range of tasks, which include answering 
questions, providing explanations, and generating creative content. These chatbots are sometimes 
used for customer support, content creation, or as a virtual assistant to enhance productivity. 

To use a conversational AI model, you start by 
entering a text prompt or question into the chat 
interface. The AI processes the input and 
generates a text-based response, which you 
can then review or use as appropriate. 

Conversational AI may be useful when you need 
to generate large amounts of text quickly, such 
as drafting emails, writing articles, or 
brainstorming ideas. They may also be effective 
for answering questions in customer support 
scenarios, where they can provide fast 
responses based on a large database of 
knowledge. Certain conversational AI models 

are integrated into applications or productivity software to support in-app tasks. 

Conversational 
AI 

Artificial intelligence models designed to interact with users in natural 
language, simulating human dialogue. 

Virtual 
Assistant 

A software agent that can perform tasks or services for an individual based on 
user input. 

Yoko uses a conversational AI model to help her brainstorm ideas for a speech at her sister’s 
wedding. She then refines the ideas and adds her own insights and anecdotes. 

 

ChatGPT 
OpenAI’s ChatGPT is a conversational AI model. ChatGPT can be accessed via OpenAI’s website. 
Developers can also integrate ChatGPT into their applications through application programming 
interfaces (APIs). ChatGPT partners with Microsoft to offer ChatGPT in Microsoft applications 
through Microsoft Copilot, and ChatGPT is also available as a bot in the workplace software Slack. 
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The term “Chat GPTx” is often used to describe the evolving versions of OpenAI’s GPT models, where 
“x” serves as a placeholder for the specific version number (e.g., GPT-3, GPT-3.5, GPT-4). It represents 
the family of models that are designed for conversational AI and natural language processing tasks. 
As the models evolve, “GPTx” signifies the evolving AI capabilities offered by each new version. 

API 
(Application 
Programming 
Interface) 

A set of tools and protocols that allow different software applications to 
communicate with each other. 

GPTx The evolving versions of OpenAI’s GPT models, where “x” serves as a 
placeholder for the specific version number (e.g., GPT-3, GPT-3.5, GPT-4). 

Fernando asks ChatGPT4 for recommendations of healthy options for dinner. The AI suggests a 
recipe for quinoa with roasted eggplant, and Fernando cooks the dish that night. 

 

Microsoft Copilot 
Microsoft Copilot is a tool that integrates Open AI’s technologies, including ChatGPT, into Microsoft 
applications. Copilot functions as an AI-powered productivity tool built into software like Microsoft 

Word, Excel, PowerPoint, Outlook, and Teams. 
Copilot can assist with in-app tasks such as 
writing, data analysis, and document 
formatting. It can provide suggestions and 
automate repetitive tasks, which may allow 
Microsoft users to focus on other aspects of 
their work. 

In Word, Copilot can assist with writing and editing by suggesting text completions, generating 
content based on prompts, and adjusting grammar and style. It can also summarize long 
documents, suggest relevant content based on the context, and help with formatting. 

In Excel, Copilot can help analyze data by creating charts and summarizing trends. It can automate 
repetitive tasks like formula creation, data cleaning, and pivot table generation. 

In PowerPoint, Copilot can assist in creating presentations by generating slide content, suggesting 
layouts, and adjusting design elements. It can also translate text-heavy slides into bullet points. 

In Outlook, Copilot can aid with email management by suggesting responses, summarizing lengthy 
email threads, and scheduling meetings based on context. It can draft emails from brief prompts 
and help prioritize messages, making inbox management more efficient. 

In Teams, Copilot can summarize meeting notes, generate action items, and provide real-time 
language translation. It can also assist with creating agendas and drafting follow-up emails. 

Productivity Tool Software designed to help users complete tasks more efficiently. 

Jaime, a financial analyst, spends much of his day creating and analyzing charts. Jaime uses Copilot 
in Excel to automate some of this work, freeing up time in his schedule for other critical tasks. 
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Google Gemini 
Google Gemini is an AI tool that integrates with Google applications like Docs, Sheets, Slides, and 
Gmail. 

 

In Google Docs, Google Gemini can assist with writing and editing by offering real-time language 
suggestions, grammar corrections, and style improvements. It can also help generate text based 
on prompts, summarize documents, and translate content into different languages directly within 
the document. 

In Google Sheets, Gemini can help analyze data and generate summaries. Users can ask questions 
about their data, and Gemini will generate responses. 

In Google Slides, Gemini can help generate text for slides, suggest visual elements, and ensure that 
content is concise and well-structured. It also assists with language translation, making it 
convenient to create multilingual presentations. 

In Gmail, Gemini can suggest responses and help with translations. It can also generate full email 
drafts based on brief prompts. 

Multilingual Possessing the ability to understand, generate, or process text in multiple 
languages. 

Luca uses Google Gemini in Gmail to draft a reply to their colleague’s email inquiry about an 
upcoming deadline. They then review, edit, and send the email.  

 

Meta AI 
Meta AI is a suite of AI tools that integrate with Meta’s social media applications, such as Facebook, 
Instagram, Messenger, and WhatsApp. On Facebook, Instagram, and Snapchat, users can use Meta 
AI to assist with content creation by generating captions, hashtags, or entire posts based on 
prompts. The AI can suggest posting times and content types to increase engagement. Meta AI can 
also enhance photos and videos by applying filters and improving image quality. 

For group admins on Facebook, Meta AI can identify and remove harmful content, recommend 
moderation actions, and suggest ways to increase engagement within the group. 
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On Messenger and WhatsApp, Meta AI enables smart replies, automated customer support, and 
chatbots. Businesses can use AI-driven chatbots to engage with customers, answer frequently 
asked questions, and provide real-time assistance. 

Filters Tools or features that modify or enhance the appearance of images or videos, 
often by applying visual effects, color changes, or overlays. 

Smart Replies Response suggestions that help users quickly reply to messages or emails. 

Automated 
Customer 
Support 

Systems that handle consumer inquiries without the need for human 
intervention, often through chatbots or automated messaging. 

Portia uses Meta AI’s tools to apply filters to her photographs before sharing them with her family 
and friends.  

 

Adobe Express 
Adobe Express is an AI-powered graphic design tool that simplifies the creation of professional-
quality visuals for various purposes, including social media, marketing, and branding. It offers a wide 
range of templates and design elements that can be customized to fit the user’s needs. Adobe 
Express integrates AI features that help automate design tasks, making it accessible even to those 
with little design experience. 

To use Adobe Express, start by selecting a template or creating a design from scratch using the 
platform’s tools. You can customize the design by adding images, text, and other elements, with 
the AI offering suggestions and adjustments to enhance the visual appeal. Once the design is 
complete, you can export it in various formats for use in different platforms or media. 

Adobe Express is ideal for small business owners, marketers, and social media managers who need 
to create eye-catching visuals quickly without requiring advanced design skills. It’s also useful for 
individuals seeking to enhance their personal projects, such as creating invitations, posters, or 
presentations. Additionally, Adobe Express is beneficial for content creators who need to produce 
consistent and branded visuals across different platforms. 
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Template A pre-designed layout that can be customized to create various types of 
documents or visuals. 

Visual Appeal The attractiveness of a design, which can be enhanced through the use of 
colors, layouts, and imagery. 

Leslie, a small business owner, uses Adobe Express to create promotional graphics for his new 
product launch. This allows him to focus on other aspects of his business while still maintaining a 
visual presence. 

 

Claude 
Claude is an AI model developed by Anthropic, focused on creating ethical and safe AI applications 
that align with human values. Claude is designed to minimize biases, avoid harmful outputs, and 
operate within strict ethical guidelines. It is particularly useful for organizations that prioritize ethical 
AI use and need reliable tools that adhere to high standards of safety and fairness. 

To use Claude, input your queries or tasks into the platform that supports the model, and it will 
generate responses or perform actions based on the ethical frameworks embedded in its design. 
Claude is often integrated into customer service platforms, content moderation systems, or any 
application where ethical considerations are paramount. Users can customize the model’s behavior 
by defining specific ethical parameters or guidelines that align with their organizational values. 

Claude is especially useful for companies that need to ensure their AI tools are free from bias and 
are operating within ethical standards, such as in content moderation, automated decision-
making, or customer interactions. It’s also beneficial for educational institutions and non-profits 
that require AI tools to adhere to strict ethical guidelines. 
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Content 
Moderation 

The process of monitoring and managing user-generated content to ensure it 
complies with standards and policies. 

Human Values The moral principles and beliefs that guide the behavior and decisions of 
individuals and organizations. 

Ollie, a policy advisor, integrates Claude into his organization’s content moderation system. He aims 
to maintain the ethical standards of the organization while managing a large volume of content 
efficiently. 

 

Microsoft Azure AI Studio 
Microsoft Azure AI Studio is a comprehensive platform that enables users to build, deploy, and 
manage AI models and applications. It provides a suite of tools for machine learning, data analysis, 
and AI model development, allowing users to create customized AI solutions for various business 
needs. Azure AI Studio is highly scalable, making it suitable for projects ranging from small 
experiments to large-scale enterprise applications. To use Microsoft Azure AI Studio, you start by 
selecting the AI tools and services you need from the platform, such as machine learning models 
or data analytics tools. You can then build and train your AI models using Azure’s resources, 
deploying them directly to your applications. The platform also offers monitoring and management 
features to help you optimize performance and ensure your models are functioning as expected. 
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Microsoft Azure AI Studio is ideal for businesses and developers who need to create custom AI 
solutions, such as automating workflows, analyzing large datasets, or developing new products. It’s 
also useful for research teams working on AI innovations, providing the necessary tools and 
computational resources. Additionally, Azure AI Studio is beneficial for organizations seeking to 
integrate AI into their existing systems and scale as their needs grow. 

Deployment The process of making a software application or AI model operational and 
accessible to users. 

Deegan, a data scientist, uses Microsoft Azure AI Studio to develop a machine learning model that 
predicts customer behavior. The platform’s scalability lets him handle increasing data volumes as 
the project expands. 

 

Stable Diffusion 
Stable Diffusion is an AI tool designed for generating high-quality images from textual descriptions, 
allowing users to create visuals based on specific prompts or concepts. It uses advanced machine 
learning techniques to interpret text and produce corresponding images, often used in creative 
fields like graphic design, marketing, and content creation. Stable Diffusion is known for its ability 
to generate detailed and visually appealing images that align closely with the input descriptions. 

To use Stable Diffusion, you input a textual description or prompt into the tool, specifying the type 
of image you want to generate. The AI processes the input and produces an image that matches 
the description, which you can then download or further refine. Users can adjust parameters such 
as style, color, and composition to achieve the desired visual outcome. 

Stable Diffusion is particularly useful for artists, designers, and marketers who need to create 
custom visuals quickly without the need for extensive manual design work. It’s also beneficial for 
content creators who want to generate unique images for blogs, social media, or digital marketing 
campaigns. Additionally, Stable Diffusion can be used in prototyping and conceptualization, 
helping teams visualize ideas before moving to full-scale production. 

 

Prototyping The process of creating a preliminary model or concept to test ideas before full-
scale development. 

Galinda uses Stable Diffusion to generate concept art for her latest project. She fine-tunes the AI’s 
output by adjusting the color palette and composition to make sure the final images align with her 
artistic style. 
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DALL-E 
DALL-E is an AI tool developed by OpenAI that generates images from textual descriptions, allowing 
users to create visuals based on prompts. It uses a diffusion model to turn words into pictures. DALL-
E is sometimes used in creative industries, where it helps artists, designers, and marketers bring 
their ideas to life without needing advanced graphic design skills.  

 

To use DALL-E, you start by entering a detailed description of the image you want to create. The AI 
processes this input and attempts to generate an image that matches the description, which you 
can then refine by adjusting the prompt or generating new variations. Users can experiment with 
different descriptions to explore the range of creative possibilities that DALL-E offers, generating 
images for projects or inspiration. 

DALL-E could be useful for marketing campaigns, product concepts, or certain artistic projects. It 
can also be used for brainstorming sessions, where quickly generated visuals could help 
communicate ideas and concepts. Additionally, DALL-E can be used by individuals or small 
businesses without access to a graphic design team. 

Textual 
Description 

A written input provided to an AI model to generate corresponding images or 
other outputs. 

Ronald, a marketing manager, uses DALL-E to brainstorm visuals for an upcoming ad campaign. 
He inputs a description of a futuristic cityscape, and the AI generates several pictures. Ronaldo does 
not use the images in the campaign because of his concerns about their originality. However, they 
serve as valuable inspiration. 

 

Adobe Firefly 
Adobe Firefly is an AI-powered creative tool that can help users generate and enhance visual 
content, offering features like image generation, effects, and style transfers. It is designed to 
integrate with Adobe’s suite of design tools, allowing Adobe users to automate or accelerate parts 
of their workflow. 
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To use Adobe Firefly, you can start by selecting a base image or creating one from scratch using the 
tool’s AI-powered features. You can then apply various effects, styles, or adjustments to the image, 
guided by Firefly’s AI suggestions. Once satisfied, you can export the final image for use in different 
media or use Adobe products like Photoshop or Illustrator for further refinement. Adobe Firefly 
might be useful in situations where a designer needs to quickly generate multiple visual concepts 
for a client presentation or project. It can also apply different styles or effects to existing images, 
allowing for experimentation. Firefly may also serve users with limited time or design skill, as it can 
eliminate the need to spend hours on time-consuming manual work. 

Style Transfer A technique that applies the visual style of one image to another, often used in 
creative applications. 

Workflow The sequence of processes through which a piece of work passes from 
initiation to completion, especially in creative industries. 

Nikki uses Adobe Firefly to create a series of posters for a music festival. They quickly apply different 
styles and effects to the base images, producing a variety of designs. 
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Lesson 5: Limitations 
Lesson Objectives 
In this lesson, you will engage with the limitations of artificial intelligence. AI technologies come 
with significant limitations that users must understand to use them effectively and responsibly. This 
lesson explores key challenges such as the reliability of AI outputs, the technological resources 
required, privacy concerns, the absence of universal standards, issues with consistency, and the 
problem of obsolescence. By understanding these limitations, you can better navigate the 
complexities of AI and ensure that your AI use is ethical, secure, and aligned with your goals. Upon 
successful completion of this lesson, you should be able to understand the following: 

 Reliability 

 Tech Requirements 

 Privacy 

 Lack of Standards 

 Consistency 

 Obsolescence 
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Reliability 
Generative AI models, while powerful, produce outputs that may not always be reliable. These 

outputs can often include biases that reflect the data the 
model was trained on, leading to unfair or skewed 
results. Additionally, AI models can generate 
misinformation, especially if the input data is 
incomplete or incorrect. As a result, AI use can lead to 
the spread of false information. Another common issue 
is AI hallucinations, where the model produces outputs 
that are entirely fabricated and have no basis in reality. 
These limitations are critical to consider when using AI-
generated content, as they can impact the accuracy and 
trustworthiness of the information. Ensuring that AI 

models are used responsibly requires ongoing monitoring and validation of the outputs. 

Reliability The degree to which an AI model consistently produces accurate and 
trustworthy outputs. 

Bias A tendency of AI models to reflect and perpetuate prejudices found in the 
training data, leading to unfair or unbalanced outputs. 

Misinformation The false or inaccurate information that may be generated by AI, often due to 
flawed or incomplete input data. 

AI 
Hallucination 

An instance where an artificial intelligence model generates content that is 
entirely fabricated and has no connection to reality. 

Kodzo uses a generative AI tool to draft an article. He notices that some of the information it 
produced is inaccurate and reflects biases he hadn’t intended to include. He must spend extra time 
fact-checking and revising the output to ensure the final article is fair, accurate, and bias-free. 

 

Tech Requirements 
Generative AI models require significant technological resources to function effectively. High 
processing power is necessary to handle the complex computations involved in generating 

content, which typically involves using powerful GPUs 
(Graphics Processing Units). Additionally, generative AI 
often needs continuous access to large datasets, which 
are usually accessible via the internet, to produce accurate 
and relevant outputs. The requirement for such 
substantial computational resources and data access 
means that generative AI tools can be costly and may not 
be accessible to everyone. These tech requirements also 
raise concerns about energy consumption and 
environmental impact, making the efficient use of 

resources an important consideration. 

Technological 
Resources 

The hardware, software, and data necessary to develop, operate, and maintain 
AI models and systems. 
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Accessibility The ease with which individuals or organizations can use and benefit from 
technology, including AI tools. 

Environmental 
Impact 

The effect that technological operations, including AI, have on the 
environment, particularly in terms of energy consumption and resource use. 

Efficiency The ability to achieve desired outcomes with minimal waste of time, energy, or 
resources. 

Maria-Elena, a graphic designer, tries to use a generative AI tool on her laptop, but she quickly 
realizes that her device doesn’t have the necessary processing power. She decides to use a cloud-
based service that offers the necessary computational resources, but at an additional cost. 

 

Privacy 
Privacy is a significant concern when using generative AI. Many AI tools 
automatically collect and store data to improve their models. This 
practice can lead to privacy violations if users are unaware or unable to 
control how their data is used. To limit these risks, it’s essential for users 
to understand and manage the privacy settings of AI tools, ensuring that 
their personal information is protected. 

Privacy The right of individuals to control the collection, use, and sharing of their 
personal information. 

Data Collection The process by which AI tools gather information from users, often for the 
purpose of improving model accuracy. 

Data 
Protection 

The measures taken to ensure that user information is kept secure and is not 
exposed to unauthorized access. 

Personal 
Information 

The data that can be used to identify an individual, such as name, address, or 
contact details. 

Privacy 
Settings 

The options within a software or platform that allow users to manage how their 
personal information is collected, used, and shared. 

Sensitive 
Information 

The data that requires extra protection due to its potential impact on privacy, 
such as financial details or health records. 

Privacy 
Violation 

A breach or unauthorized use of personal information that infringes on an 
individual’s privacy rights. 

Project manager Yerma uses an AI tool to draft a sensitive company report. Later, she realizes that 
the tool could use the content for future training. Concerned about privacy, she adjusts the settings 
to ensure that her data is not stored or used by the AI provider in the future. 
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Lack of Standards 
There are no universal standards governing the use of generative AI. This leads to inconsistencies 
in how these technologies are developed and deployed. This lack of standardized guidelines means 
that different AI models may operate under 
varying ethical considerations, privacy 
protocols, and levels of transparency. The 
absence of universally accepted standards 
can create challenges in ensuring that AI tools 
are used responsibly and do not cause harm. 
As the use of generative AI becomes more 
widespread, the development of industry-
wide standards will be essential to establish 
trust and accountability in AI technologies. 
These standards could help in areas such as 
bias mitigation, data privacy, and the ethical 
use of AI-generated content. 

Standards A set of established guidelines or rules that dictate the acceptable practices 
and quality in a particular field. 

Ethical 
Considerations 

The principles that guide decision-making and behavior, especially in ensuring 
fairness, integrity, and respect for individuals. 

Transparency The practice of being open and clear about processes, decisions, and data, 
allowing for accountability and trust. 

Accountability The responsibility of individuals or organizations to answer for their actions and 
ensure they are following set standards and ethics. 

Protocols The formal procedures or systems of rules that are followed in specific 
situations to ensure consistency and reliability. 

Bias Mitigation The strategies and actions taken to reduce or eliminate bias in processes, 
decisions, or outcomes. 

Danijela is frustrated by the lack of clear guidelines for implementing AI in her software 
development projects. She advocates for her company to adopt stricter ethical standards, 
emphasizing the need for responsible AI use. 

 

Consistency 
Generative AI models often face challenges with consistency, meaning that the 
outputs they produce can vary even when given similar inputs. This inconsistency 
can be problematic in situations where reliable and uniform results are required, 
such as in content creation or data analysis. The issue arises because AI models 
may interpret inputs slightly differently each time they are processed, leading to 
variations in the output. Understanding this limitation is crucial for users who 
need consistent and repeatable outputs from AI tools. 
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Consistency The degree to which an AI model produces the same output when given the 
same input across multiple instances. 

Variability The differences in output that can occur when an AI model processes similar 
inputs. 

Uniformity  The quality of being consistent and the same across different instances. 

Dragomir, a filmmaker, notices that when he inputs the same prompt into an AI tool multiple times, 
it generates different versions of a video clip. He must manually adjust the outputs to ensure they 
align with his vision. 

 

Obsolescence 
Obsolescence refers to the process by which AI models and technologies become outdated or less 
effective over time as newer and more advanced models are developed. This is a significant concern 

in the rapidly evolving field of AI, where technological 
advancements can render existing models obsolete 
quickly. As a result, users and developers must 
continually update and adapt to new technologies to 
maintain competitive and effective AI solutions. This 
cycle of obsolescence can lead to increased costs and 
resource investment, as older systems may need to 
be replaced or significantly upgraded. It’s important 
for organizations to plan for obsolescence by staying 
informed about technological trends and ensuring 
that their AI strategies are flexible and scalable. 

Obsolescence  The process of becoming outdated or no longer useful due to advancements 
in technology. 

Obsolete No longer in use or replaced by a newer, more effective alternative. 

Evolution The gradual development or progression of something, particularly in terms of 
improvement or adaptation over time. 

Technological 
Advancements 

The progress and improvement in technology that can lead to the 
development of newer, more effective tools and models. 

Flexibility The ability to adapt or change in response to new conditions or demands. 

Scalability The capacity of a system or technology to expand and manage increased 
demand or workload effectively. 

Competitive 
Edge 

The advantage that an individual or organization has over its competitors, 
often due to superior technology, innovation, or strategy. 

Davi, a business owner, invests in an AI tool for customer service. Within a year, a new and more 
advanced version is released. He faces the dilemma of whether to upgrade to the new version or 
continue using the older, now less competitive, tool. 
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Unit 1 Key Terms 
Term Definition 

Accessibility The ease with which individuals or organizations can use and benefit 
from technology, including AI tools. 

Accountability The responsibility of individuals or organizations to answer for their 
actions and ensure they are following set standards and ethics. 

Actionable Clear, specific, and able to be directly used to make decisions or take 
steps. 

Adobe Express A tool that uses AI to assist with graphic design and content creation. 

Adobe Firefly An AI-powered tool by Adobe designed to enhance creative workflows 
by generating images, effects, and other visual content from text-based 
inputs. 

AGI (Artificial 
General 
Intelligence) 

A type of artificial intelligence that aims to perform any intellectual task 
that a human can do, still largely theoretical compared to current 
narrow AI. 

AI Hallucination An instance where an artificial intelligence model generates content 
that is entirely fabricated and has no connection to reality. 

AI System A computer-based system that uses algorithms and data to perform 
tasks typically requiring human intelligence. 

Algorithm A set of rules or instructions given to an AI system to help it learn from 
data and make decisions. 

Analytical AI A type of artificial intelligence focused on processing and interpreting 
complex data to extract meaningful insights and support decision-
making. 

Anthropic An AI research company focused on developing AI systems that are safe, 
ethical, and aligned with human values. 

Anthropic Claude An AI model developed by Anthropic, designed with a focus on safety, 
ethics, and alignment with human values. 

API (Application 
Programming 
Interface) 

A set of tools and protocols that allow different software applications to 
communicate with each other. 

Artificial 
Intelligence 

The simulation of human intelligence processes by computer systems. 

Attention Layers The components of a transformer that allow the model to focus on 
specific parts of the input data when making predictions. 

Audio Sound recordings, including speech or music, used as input for 
processing by AI models. 

Automated 
Customer Support 

Systems that handle consumer inquiries without the need for human 
intervention, often through chatbots or automated messaging. 
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Term Definition 

Automation The use of technology to perform tasks without human intervention, 
often powered by AI. 

Bias A tendency of AI models to reflect and perpetuate prejudices found in 
the training data, leading to unfair or unbalanced outputs. 

Bias Mitigation The strategies and actions taken to reduce or eliminate bias in 
processes, decisions, or outcomes. 

Canva An online design tool that incorporates AI to simplify graphic design 
tasks. 

Class A distinct group or category that data points are organized into based 
on shared characteristics or features. 

Classification The task of predicting the category of a given data point. 

Competitive Edge The advantage that an individual or organization has over its 
competitors, often due to superior technology, innovation, or strategy. 

Computational 
Resources 

The hardware and software tools required to train AI models, including 
processors, memory, and storage. 

Consistency The degree to which an AI model produces the same output when 
given the same input across multiple instances. 

Content Moderation The process of monitoring and managing user-generated content to 
ensure it complies with standards and policies. 

Contextual 
Relevance 

The ability of an AI model to generate or interpret text that is 
appropriate to the given context. 

Conversational AI Artificial intelligence models designed to interact with users in natural 
language, simulating human dialogue. 

Convolutional Layer A component in a neural network that applies filters to input data to 
capture important visual features like edges and textures. 

CNN (Convolutional 
Neural Network) 

A type of deep learning model designed to analyze visual data by 
automatically detecting and learning features through layers. 

Cost The financial expenditure required to acquire, maintain, and operate a 
tool or system. 

Custom GPT A tailored AI chatbot that customizes OpenAI’s GPT models to perform 
specific functions for users. 

Customizability The ability of a tool or system to be tailored to specific user needs or 
preferences. 

Customization The process of tailoring AI models to perform specific, individualized 
tasks. 
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Term Definition 

DALL-E An AI model developed by OpenAI that generates images from textual 
descriptions, allowing users to create detailed and imaginative visuals 
based on prompts. 

Data Analysis The process of examining and interpreting information to extract useful 
facts and insights, often assisted by AI tools. 

Data Collection The process by which AI tools gather information from users, often for 
the purpose of improving model accuracy. 

Data Privacy The protection of personal and sensitive information from unauthorized 
access or disclosure. 

Data Protection The measures taken to ensure that user information is kept secure and 
is not exposed to unauthorized access. 

Data Variability The extent to which points in a set differ from each other or from a 
central value, indicating diversity or inconsistency within the set. 

Dataset A collection of information used to train AI models, often consisting of 
images, text, or other types of information. 

Decision-Making The ability to make choices or recommendations based on data. 

Deployment The process of making a software application or AI model operational 
and accessible to users. 

Diffusion A generative process where an image is gradually refined from random 
noise into a coherent and detailed visual by iteratively removing the 
noise, guided by a trained neural network. 

Discriminative AI A type of artificial intelligence that focuses on distinguishing between 
different classes or categories within a dataset. 

Discriminator The component of a GAN that evaluates the generated data and helps 
the generator improve by distinguishing between real and fake data. 

Ease of Use The degree to which a tool or system is user-friendly and intuitive to 
operate. 

Efficiency The ability to achieve desired outcomes with minimal waste of time, 
energy, or resources. 

Energy 
Consumption 

The amount of energy required to power the computational resources 
used during model training. 

Environmental 
Impact 

The effect that technological operations, including AI, have on the 
environment, particularly in terms of energy consumption and resource 
use. 

Ethical 
Considerations 

The principles that guide decision-making and behavior, especially in 
ensuring fairness, integrity, and respect for individuals. 

Evolution The gradual development or progression of something, particularly in 
terms of improvement or adaptation over time. 



  Unit Key Terms 

7121-1 © CCI Learning Solutions Inc.  41 

Term Definition 

Filters Tools or features that modify or enhance the appearance of images or 
videos, often by applying visual effects, color changes, or overlays. 

Fine-Tuning The process of making specific adjustments to a pre-trained AI model to 
improve its performance on a particular task. 

Flexibility The ability to adapt or change in response to new conditions or 
demands. 

Functionality The range of tasks and operations that a tool or system can perform. 

GAN (Generative 
Adversarial 
Network) 

A type of AI model that consists of two neural networks, a generator and 
a discriminator, which compete against each other to create highly 
realistic data, such as images or videos. 

Generative AI A subset of artificial intelligence focused on creating content, such as 
images, text, music, or videos. 

Generative Audio Sound or music produced by an AI model based on input data. 

Generative Image Visual content generated by an AI model from textual or visual input. 

Generative Text Written content produced by an AI model based on input data. 

Generative Video Video content created by an AI model from scripts, storyboards, or visual 
descriptions. 

Generator The part of a GAN that creates new data samples, attempting to mimic 
real data from the dataset. 

Google A widely used search engine that indexes and retrieves vast amounts of 
information from the web in response to user queries. 

Google Gemini A multilingual AI model developed by Google, known for its capability to 
handle diverse language tasks across different languages. 

Google Gems A tailored AI chatbot that customizes Google’s Gemini AI for specific 
language-related tasks. 

GPT (Generative 
Pre-trained 
Transformer) 

A type of AI model developed by OpenAI, designed for generating 
human-like text based on large-scale pre-training. 

GPTx The evolving versions of OpenAI’s GPT models, where “x” serves as a 
placeholder for the specific version number (e.g., GPT-3, GPT-3.5, GPT-4). 

GPUs (Graphics 
Processing Units) 

Specialized hardware used to accelerate the training of AI models, 
especially in tasks involving large datasets and complex computations. 

Human Values The moral principles and beliefs that guide the behavior and decisions 
of individuals and organizations. 

Hyperparameters The settings that define the architecture and behavior of a neural 
network, such as learning rate and number of layers. 
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Term Definition 

Image Static visual representations used as input for AI models focused on 
tasks like recognition or generation. 

Image Classification The task of categorizing images into predefined classes based on their 
visual content using models like CNNs. 

Image Model An AI representation designed to generate or interpret visual content, 
such as images and graphics. 

Image Recognition The process of identifying and classifying objects, people, or other 
elements within an image using AI. 

In Parallel Refers to performing multiple tasks or processes simultaneously rather 
than one after the other. 

Information 
Retrieval 

The process of obtaining relevant data or documents from a database in 
response to a user query. 

Input The data or information provided to an AI model for processing, such as 
text, images, or audio. 

Integration The process of combining different systems, tools, or data sources to 
work together. 

Iteratively Repeatedly applying a process or set of steps multiple times, often with 
the goal of refining or improving the outcome with each repetition. 

Labeled Data Images that have been tagged with descriptions or classifications, used 
to train AI models. 

Latent Space A compressed representation of data learned by a model, from which 
new variations can be generated. 

Learning Rate A hyperparameter that controls how much the model’s guesses are 
adjusted with each step during training. 

LLaMA (Large 
Language Model 
Meta AI) 

A research-focused AI model developed by Meta, optimized for studying 
language processing and AI model behavior. 

LLM (Large 
Language Model) 

An AI system trained on extensive text data to perform advanced 
language tasks. 

Machine Learning A subset of AI that enables systems to learn from data and improve their 
performance over time without being explicitly programmed. 

Meta A technology company that develops social media platforms and AI 
research projects, including advanced AI models like LLaMA. 

Microsoft Azure AI 
Studio 

A platform for building, deploying, and managing AI models. 

Misinformation The false or inaccurate information that may be generated by AI, often 
due to flawed or incomplete input data. 
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Term Definition 

Model Training The process of teaching an AI system to perform specific tasks by 
learning from data. 

Multilingual The ability of an AI model to understand and generate text in multiple 
languages. 

Narrow AI A type of artificial intelligence designed to perform a specific task or a 
narrow range of tasks. 

Neural Network Computational models inspired by the human brain, used in AI to 
recognize patterns and make decisions. 

NLP (Natural 
Language 
Processing) 

A field of artificial intelligence focused on enabling computers to 
understand, interpret, and generate human language. 

Noise Generation The process of adding random data (noise) to an image, which is later 
refined by the diffusion model to create a coherent image. 

Obsolescence  The process of becoming outdated or no longer useful due to 
advancements in technology. 

Obsolete No longer in use or replaced by a newer, more effective alternative. 

OpenAI An artificial Intelligence research organization known for developing 
advanced AI models, including the GPT series. 

Output The result generated by an AI model after processing the input, such as 
generated text, video, images, or audio. 

Output Control The settings and parameters that allow users to influence the nature 
and quality of the outputs generated by a tool or system. 

Parameters The adjustable elements within an AI model that influence how it 
processes and interprets data. 

Personal 
Information 

The data that can be used to identify an individual, such as name, 
address, or contact details. 

Personalization The process of tailoring services or content to individual preferences, 
sometimes using AI. 

Predictive AI A type of artificial intelligence that analyzes existing data to forecast 
future events or trends. 

Predictive Modeling The process of creating, testing, and validating a model to best predict 
the probability of an outcome. 

Privacy The right of individuals to control the collection, use, and sharing of their 
personal information. 

Privacy Settings The options within a software or platform that allow users to manage 
how their personal information is collected, used, and shared. 
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Term Definition 

Privacy Violation A breach or unauthorized use of personal information that infringes on 
an individual’s privacy rights. 

Probability A measure of the likelihood that a specific event will occur. 

Probability Theory A branch of mathematics that deals with the analysis and interpretation 
of random events and the likelihood of different outcomes. 

Productivity Tool Software designed to help users complete tasks more efficiently. 

Protocols The formal procedures or systems of rules that are followed in specific 
situations to ensure consistency and reliability. 

Prototyping The process of creating a preliminary model or concept to test ideas 
before full-scale development. 

Purpose The specific objective or intended use of a tool or system. 

Quality The degree to which a tool or system produces reliable and accurate 
results. 

Query A request for information or data submitted to a search engine or 
database. 

Query 
Understanding 

The ability of a search engine to interpret the intent and context of a 
user’s question to deliver the most relevant results. 

Refinement 
Algorithm 

Processes used in diffusion models to iteratively reduce noise and 
produce a clear, high-quality image. 

Regression Analysis A statistical process for estimating the relationships among variables, 
often used in predictive modeling. 

Relevance Ranking The process by which a search engine orders search results based on 
their relevance to the user’s query. 

Reliability The degree to which an AI model consistently produces accurate and 
trustworthy outputs. 

Scalability The capacity of a system or technology to expand and manage 
increased demand or workload effectively. 

Search Algorithm A set of rules and processes used by a search engine to determine and 
rank the most relevant results for a given query. 

Search Engine A software system that searches a database or the internet for 
information based on user queries and returns relevant results. 

Security The measures taken to safeguard a tool or system from threats such as 
cyberattacks or data breaches. 

Sensitive 
Information 

The data that requires extra protection due to its potential impact on 
privacy, such as financial details or health records. 



  Unit Key Terms 

7121-1 © CCI Learning Solutions Inc.  45 

Term Definition 

Sentiment Analysis The process of using AI to determine the emotional tone or opinion 
expressed in a piece of text. 

Sequential Data A type of information that is ordered or arranged in a specific sequence, 
such as time-series information or text, where the order of elements is 
important for understanding the context. 

Smart Replies Response suggestions that help users quickly reply to messages or 
emails. 

Spam Detection The use of AI to identify and filter out unwanted or malicious emails 
from legitimate messages. 

Speech Recognition The process of converting spoken language into text by recognizing and 
interpreting human language. 

Stable Diffusion An AI tool used for generating high-quality images from textual 
descriptions. 

Standards A set of established guidelines or rules that dictate the acceptable 
practices and quality in a particular field. 

Statistical AI A type of artificial intelligence that uses statistical models and methods 
to make predictions, decisions, or classifications based on data. 

Style Transfer A technique that applies the visual style of one image to another, often 
used in creative applications. 

Summarization The process of condensing a large amount of information into a shorter, 
more digestible form. 

Supervised 
Learning 

A training method where the AI model learns from labeled data with 
known outcomes. 

Support The assistance provided by the tool or system’s provider to help users 
resolve issues or optimize usage. 

Technological 
Advancements 

The progress and improvement in technology that can lead to the 
development of newer, more effective tools and models. 

Technological 
Resources 

The hardware, software, and data necessary to develop, operate, and 
maintain AI models and systems. 

Template A pre-designed layout that can be customized to create various types of 
documents or visuals. 

Text Written words or commands provided as input to an AI model. 

Text Model An AI model designed to process, understand, and generate human 
language. 

Text-Image Pairs Data sets where images are matched with corresponding textual 
descriptions, used in training image models. 
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Term Definition 

Textual Description A written input provided to an AI model to generate corresponding 
images or other outputs. 

Tokenization The process of breaking down text into smaller units, like words or 
subwords, that can be processed by a transformer model. 

Training Data Data used to teach AI models, enabling them to learn patterns, 
structures, and relationships to perform tasks effectively. 

Transformer A type of neural network architecture that processes sequential data, 
like text, by considering entire sequences in parallel and using attention 
mechanisms to understand context and relationships within the data. 

Transparency The practice of being open and clear about processes, decisions, and 
data, allowing for accountability and trust. 

Uncertainty The degree of unpredictability in outcomes or events, often modeled 
and quantified in AI using probability. 

Uniformity  The quality of being consistent and the same across different instances. 

Unstructured Data Information that is not organized in a pre-defined manner, making it 
difficult to analyze using traditional data processing methods. 

Unsupervised 
Learning 

A training method where the AI model identifies patterns in data 
without explicit labels. 

Updates The regular improvements or patches provided to a tool or system to 
enhance performance or security. 

Variability The differences in output that can occur when an AI model processes 
similar inputs. 

Variational 
Autoencoder 

A type of generative model that learns to encode input data into a 
compressed representation and then decodes it to generate new, 
similar data by introducing variability in the encoding process. 

Video Moving visual content, often accompanied by sound, used as input for 
AI models designed to handle dynamic media. 

Virtual Assistant A software agent that can perform tasks or services for an individual 
based on user input. 

Visual Appeal The attractiveness of a design, which can be enhanced through the use 
of colors, layouts, and imagery. 

Visual Content Any matter that is viewed, such as images, graphics, or videos. 

Visual Perception The ability to interpret and understand graphical information from the 
surrounding environment, such as images or video. 

Workflow The sequence of processes through which a piece of work passes from 
initiation to completion, especially in creative industries. 
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